
At the core of this system is vision processing. The research
vehicle called ACTor (Autonomous Campus TranspORt) [1] is
equipped with a camera and a powerful computer with a GPU.
The computer interprets what it sees using an extremely efficient
deep neural network architecture called YOLO [4]. Using this
model, it can quickly and accurately identify any person in its
vision. This is sufficient to estimate their location and enable
simple interactions, like following and stopping.

For simple behaviors, there are pre-trained YOLO networks freely
available based on common datasets. These allow us to detect
people, various vehicles, stop signs, animals, and several other
categories of objects without any special preparation. For more
advanced behavior, such as hand gesture control, we can easily
train our own networks based on YOLO and integrate the new
object types into our system.

To allow the vehicle to follow other objects, such as other
vehicles, we use a more traditional marker-based approach. The
lead vehicle is given an ArUco marker [5], a square tile with a
special pattern printed on it, which the follower vehicle can
recognize (also using the camera) and locate. Once it sees the
marker, the rest of the following process is more or less the same
as with a human. A human leader is also given the marker to
uniquely identify a person to follow.

Figure 2 shows the software architecture and interactions
between processes via topics based on ROS (Robot Operating
System).
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The purpose of our project is to add humans as a participants in
Leader Follower Autonomy to multi robot systems (MRS) with
leader-follower and follower-follower functions [2, 3]. Little prior
research & development has been accomplished in adding
humans to the MRS. One of the focused goals of this project is to
facilitate more versatile interactions between people and
autonomous robot vehicles. A self-driving car will, at the baremost
necessity, be able to see people as obstacles, taking them into
account when deciding the safest actions. But the future of
intelligent machinery isn’t one where humans and machines
operate separately, it’s one where machines integrate naturally
into human activity. A conceptual model of this project is shown in
Figure 1 below.
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Figure 1: Concept model of the project using ArUco markers

Design & Approach
The first obstacle we encountered was computer performance.
YOLO is an extremely efficient architecture, but it still needs to be
run on a GPU to have the throughput and latency we need. We
equipped the vehicle with a dedicated GPU computer for this
purpose.

The second obstacle was consistency and reliability. Lighting
conditions vary wildly and there can be many people in the
vehicle’s vision, making it difficult to maintain consistent behavior.

To accommodate different lighting conditions we manually adjust
the camera before testing. However, in the future, this can be
automated. The camera setup is one of the more significant
unexpected hurdles of this system.

When confronted with multiple people, the issue becomes deciding
which one is the target. There are a variety of ways to accomplish
this, including color traces, feature recognition, and markers. Our
solution for maintaining a single target was to compute the overlap
of the bounding boxes between the newest and the last known
detection. The area with the greatest overlap is the target.

Another difficulty arises from trying to derive location information
from the 2D camera image. YOLO gives us information on where
the person or object is in the image, and using this we can find
direction quite reliably but we can only roughly estimate distance.
When restricted to only the camera, we use the lateral size of the
person as a measure of distance.

ACTor 1’s LIDAR is of particular value for this problem. While the
camera provides highly detailed visual information to enable neural
network-based object detection, the LIDAR provides exceedingly
accurate depth information to locate objects in space relative to the
vehicle. Using the direction indicated by the camera detection, we
can isolate a section of the LIDAR’s depth map and resolve the
location to within 3cm accuracy.

Figure 4: A screenshot from the system. A person with ArUco
marker is identified with a green cross sign as a target to follow.

Figure 3: Identifying a person with ArUco maker

The testing was done in the Atrium and hyper links of the three
videos are: video1, video2, and video3. Figure 3 shows how we
teach the system to identify a person to follow in the beginning.
Figure 4 is a screenshot from our system showing how the trained
deep neural network recognizes people and identifies the target
person with the ArUco marker.

Figure 2: System software architecture -
ROS node (process) computation graph. 
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